**DMDA IMPORATANT QUESTIONS:**

1. **A database has five transactions. Let min-support = 60\_ and min- confidence = 80%. Find all frequent item sets by using Apriori Algorithm T\_ID is the transaction ID.**

| **T\_ID** | **Items bought** |
| --- | --- |
| T-1000 | M,O,N,K,E,Y |
| T-1001 | D,O,N,K,E,Y |
| T-1002 | M,A,K,E |
| T-1003 | M,U,C,K,Y |
| T-1004 | C,O,O,K,E |

**Apriori algorithm:**

The apriori algorithm solves the frequent item sets problem. The algorithm analyzes a data set to determine which combinations of items occur together frequently. The Apriori algorithm is at the core of various algorithms for data mining problems. The best known problem is finding the association rules that hold in a basket -item relation.

**Numerical:**

Given:

Support = 60% = 60100x560100x5 = 3

Confidence = 70%

**ITERATION 1:**

STEP 1: (C1)

| **Item** | **Count** |
| --- | --- |
| A | 1 |
| C | 2 |
| D | 1 |
| E | 4 |
| I | 1 |
| K | 5 |
| M | 3 |
| N | 2 |
| 0 | 3 |
| U | 1 |
| Y | 3 |

STEP 2: (L2)

| **Item** | **Count** |
| --- | --- |
| E | 4 |
| K | 5 |
| M | 3 |
| O | 3 |
| Y | 3 |

**ITERATION 2:**

STEP 3: (C2)

| **Item** | **Count** |
| --- | --- |
| E,K | 4 |
| E,M | 2 |
| E,O | 3 |
| E,Y | 2 |
| K,M | 3 |
| K,O | 3 |
| K,Y | 3 |
| M,O | 1 |
| M,Y | 2 |
| O,Y | 2 |

STEP 4: (L2)

| **Item** | **Count** |
| --- | --- |
| E,K | 4 |
| E,O | 3 |
| K,M | 3 |
| K,O | 3 |
| K,Y | 3 |

**ITERATION 3:**

STEP 5: (C3)

| **Item** | **Count** |
| --- | --- |
| E,K,O | 3 |
| K,M,O | 1 |
| K,M,Y | 2 |

STEP 6: (L3)

| **Item** | **Count** |
| --- | --- |
| E,K,O | 3 |

Now, stop since no more combinations can be made in L3.

**ASSOCIATION RULE:**

1. [E,K] →→ 0 = 3/4 = 75%
2. [K,O] →→ E = 3/3 = 100%
3. [E,O] →→ K = 3/3 = 100%
4. E →→ [K,O] = 3/4 = 75%
5. K →→ [E,O] = 3/5 = 60%
6. O →→ [E,K] = 3/3 = 100%

∴∴ Rule no. 5 is discarded because confidence ≥≥70%

So, Rule 1, 2,3,4,6 are selected.

1. **What is FP-Growth tree? Explain FP-Growth Tree Algorithm with an Example**

[**Apriori Algorithm**](https://www.softwaretestinghelp.com/apriori-algorithm/) was explained in detail in our previous tutorial. In this tutorial, we will learn about Frequent Pattern Growth – FP Growth is a method of mining frequent itemsets.

As we all know, Apriori is an algorithm for frequent pattern mining that focuses on generating itemsets and discovering the most frequent itemset. It greatly reduces the size of the itemset in the database, however, Apriori has its own shortcomings as well.

### Shortcomings Of Apriori Algorithm

1. Using Apriori needs a generation of candidate itemsets. These itemsets may be large in number if the itemset in the database is huge.
2. Apriori needs multiple scans of the database to check the support of each itemset generated and this leads to high costs.

These shortcomings can be overcome using the FP growth algorithm.

### Frequent Pattern Growth Algorithm

This algorithm is an improvement to the Apriori method. A frequent pattern is generated without the need for candidate generation. FP growth algorithm represents the database in the form of a tree called a frequent pattern tree or FP tree.

This tree structure will maintain the association between the itemsets. The database is fragmented using one frequent item. This fragmented part is called “pattern fragment”. The itemsets of these fragmented patterns are analyzed. Thus with this method, the search for frequent itemsets is reduced comparatively.

### FP Tree

Frequent Pattern Tree is a tree-like structure that is made with the initial itemsets of the database. The purpose of the FP tree is to mine the most frequent pattern. Each node of the FP tree represents an item of the itemset.

The root node represents null while the lower nodes represent the itemsets. The association of the nodes with the lower nodes that is the itemsets with the other itemsets are maintained while forming the tree.

### Frequent Pattern Algorithm Steps

The frequent pattern growth method lets us find the frequent pattern without candidate generation.

**Let us see the steps followed to mine the frequent pattern using frequent pattern growth algorithm:**

**#1)** The first step is to scan the database to find the occurrences of the itemsets in the database. This step is the same as the first step of Apriori. The count of 1-itemsets in the database is called support count or frequency of 1-itemset.

**#2)** The second step is to construct the FP tree. For this, create the root of the tree. The root is represented by null.

**#3)**The next step is to scan the database again and examine the transactions. Examine the first transaction and find out the itemset in it. The itemset with the max count is taken at the top, the next itemset with lower count and so on. It means that the branch of the tree is constructed with transaction itemsets in descending order of count.

**#4)** The next transaction in the database is examined. The itemsets are ordered in descending order of count. If any itemset of this transaction is already present in another branch (for example in the 1st transaction), then this transaction branch would share a common prefix to the root.

This means that the common itemset is linked to the new node of another itemset in this transaction.

**#5)** Also, the count of the itemset is incremented as it occurs in the transactions. Both the common node and new node count is increased by 1 as they are created and linked according to transactions.

**#6)** The next step is to mine the created FP Tree. For this, the lowest node is examined first along with the links of the lowest nodes. The lowest node represents the frequency pattern length 1. From this, traverse the path in the FP Tree. This path or paths are called a conditional pattern base.

Conditional pattern base is a sub-database consisting of prefix paths in the FP tree occurring with the lowest node (suffix).

**#7)** Construct a Conditional FP Tree, which is formed by a count of itemsets in the path. The itemsets meeting the threshold support are considered in the Conditional FP Tree.

**#8)** Frequent Patterns are generated from the Conditional FP Tree.

### Example Of FP-Growth Algorithm

**Support threshold=50%, Confidence= 60%**

**Table 1**

| **Transaction** | **List of items** |
| --- | --- |
| T1 | I1,I2,I3 |
| T2 | I2,I3,I4 |
| T3 | I4,I5 |
| T4 | I1,I2,I4 |
| T5 | I1,I2,I3,I5 |
| T6 | I1,I2,I3,I4 |

**Solution:**

Support threshold=50% => 0.5\*6= 3 => min\_sup=3

**1. Count of each item**

**Table 2**

| **Item** | **Count** |
| --- | --- |
| I1 | 4 |
| I2 | 5 |
| I3 | 4 |
| I4 | 4 |
| I5 | 2 |

**2. Sort the itemset in descending order.**

**Table 3**

| **Item** | **Count** |
| --- | --- |
| I2 | 5 |
| I1 | 4 |
| I3 | 4 |
| I4 | 4 |

1. **Build FP Tree**
2. Considering the root node null.
3. The first scan of Transaction T1: I1, I2, I3 contains three items {I1:1}, {I2:1}, {I3:1}, where I2 is linked as a child to root, I1 is linked to I2 and I3 is linked to I1.
4. T2: I2, I3, I4 contains I2, I3, and I4, where I2 is linked to root, I3 is linked to I2 and I4 is linked to I3. But this branch would share I2 node as common as it is already used in T1.
5. Increment the count of I2 by 1 and I3 is linked as a child to I2, I4 is linked as a child to I3. The count is {I2:2}, {I3:1}, {I4:1}.
6. T3: I4, I5. Similarly, a new branch with I5 is linked to I4 as a child is created.
7. T4: I1, I2, I4. The sequence will be I2, I1, and I4. I2 is already linked to the root node, hence it will be incremented by 1. Similarly I1 will be incremented by 1 as it is already linked with I2 in T1, thus {I2:3}, {I1:2}, {I4:1}.
8. T5:I1, I2, I3, I5. The sequence will be I2, I1, I3, and I5. Thus {I2:4}, {I1:3}, {I3:2}, {I5:1}.
9. T6: I1, I2, I3, I4. The sequence will be I2, I1, I3, and I4. Thus {I2:5}, {I1:4}, {I3:3}, {I4 1}.
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**4. Mining of FP-tree is summarized below:**

1. The lowest node item I5 is not considered as it does not have a min support count, hence it is deleted.
2. The next lower node is I4. I4 occurs in 2 branches , {I2,I1,I3:,I41},{I2,I3,I4:1}. Therefore considering I4 as suffix the prefix paths will be {I2, I1, I3:1}, {I2, I3: 1}. This forms the conditional pattern base.
3. The conditional pattern base is considered a transaction database, an FP-tree is constructed. This will contain {I2:2, I3:2}, I1 is not considered as it does not meet the min support count.
4. This path will generate all combinations of frequent patterns : {I2,I4:2},{I3,I4:2},{I2,I3,I4:2}
5. For I3, the prefix path would be: {I2,I1:3},{I2:1}, this will generate a 2 node FP-tree : {I2:4, I1:3} and frequent patterns are generated: {I2,I3:4}, {I1:I3:3}, {I2,I1,I3:3}.
6. For I1, the prefix path would be: {I2:4} this will generate a single node FP-tree: {I2:4} and frequent patterns are generated: {I2, I1:4}.

| **Item** | **Conditional Pattern Base** | **Conditional FP-tree** | **Frequent Patterns Generated** |
| --- | --- | --- | --- |
| I4 | {I2,I1,I3:1},{I2,I3:1} | {I2:2, I3:2} | {I2,I4:2},{I3,I4:2},{I2,I3,I4:2} |
| I3 | {I2,I1:3},{I2:1} | {I2:4, I1:3} | {I2,I3:4}, {I1:I3:3}, {I2,I1,I3:3} |
| I1 | {I2:4} | {I2:4} | {I2,I1:4} |

The diagram given below depicts the conditional FP tree associated with the conditional node I3.

![conditional-FP-tree-associated-with-conditional-node-I3.png](data:image/png;base64,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)

### Advantages Of FP Growth Algorithm

1. This algorithm needs to scan the database only twice when compared to Apriori which scans the transactions for each iteration.
2. The pairing of items is not done in this algorithm and this makes it faster.
3. The database is stored in a compact version in memory.
4. It is efficient and scalable for mining both long and short frequent patterns.

### Disadvantages Of FP-Growth Algorithm

1. FP Tree is more cumbersome and difficult to build than Apriori.
2. It may be expensive.
3. When the database is large, the algorithm may not fit in the shared memory.

### FP Growth vs Apriori

| **FP Growth** | **Apriori** |
| --- | --- |
| **Pattern Generation** |  |
| FP growth generates pattern by constructing a FP tree | Apriori generates pattern by pairing the items into singletons, pairs and triplets. |
| **Candidate Generation** |  |
| There is no candidate generation | Apriori uses candidate generation |
| **Process** |  |
| The process is faster as compared to Apriori. The runtime of process increases linearly with increase in number of itemsets. | The process is comparatively slower than FP Growth, the runtime increases exponentially with increase in number of itemsets |
| **Memory Usage** |  |
| A compact version of database is saved | The candidates combinations are saved in memory |

### Conclusion

The Apriori algorithm is used for mining association rules. It works on the principle, “the non-empty subsets of frequent itemsets must also be frequent”. It forms k-itemset candidates from (k-1) itemsets and scans the database to find the frequent itemsets.

Frequent Pattern Growth Algorithm is the method of finding frequent patterns without candidate generation. It constructs an FP Tree rather than using the generate and test strategy of Apriori. The focus of the FP Growth algorithm is on fragmenting the paths of the items and mining frequent patterns.